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Abstract

Three-dimensional ¯ows are di�cult test cases for turbulence models. Algebraic, two and ®ve-equation models are tested here, in

one or two-layer approaches, on the suction and the pressure side of the Garteur AD/AG07 swept wing. Direct and inverse mode

computations are performed. Skin friction coe�cient and shape factor distributions as well as turbulent kinetic energy pro®les are

shown at 68% of span where the ¯ow is near separation at the suction side trailing edge, and accelerated in the last 30% of chord of

the pressure side. Although providing fairly good skin friction predictions, the mixing-length model does not properly reproduce the

mean velocity pro®les for this type of three-dimensional ¯ow. The two-layer approach (algebraic ± ®ve-equation) and the k-� models

are disappointing. Results of the k-u model are promising. The k-x SST model, used in inverse mode, is the most e�cient of the

tested models, but has also some di�culties to predict with accuracy this type of ¯ow. Ó 1998 Elsevier Science Inc. All rights

reserved.
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1. Introduction

Experimental data concerning three-dimensional turbulent
¯ows close to practical applications are rare. A Garteur action
group led parallel experiments on this type of ¯ow in the NLR/
LST and ONERA/F2 wind tunnels. The model is a swept wing
on which the pressure distribution in incompressible ¯ow con-
ditions is similar to the one of a supercritical transonic wing
(Firmin and McDonald, 1988; Van den Berg, 1988; Gleyzes
et al., 1993). Boundary layers are tripped very close to the at-
tachment line on both sides of the model. The Reynolds num-
ber based on the mean chord C is 3.3 ´ 106, and the incidence
is 0:5�. For these experiments, two pressure probes (noted S2T
in ®gures), and four hot-wire probes (noted S2F and S4F, re-
spectively), as well as 3D-LDA were used to allow cross-check-
ing. Results obtained in each wind tunnel by di�erent
experimental techniques are in good agreement and the simi-
larity between the two ¯ows is quite impressive. Thus, mean
¯ow and turbulent characteristics of the AD/AG07 wing are
regarded as reliable and accurate.

The suction side is characterized by a strong positive pres-
sure gradient which leads to a nearly separated ¯ow. The three-
dimensional character of the ¯ow is very important: wall devi-
ation is about 50� at the trailing edge. On the pressure side, the
¯ow is decelerated only between 30% and 70% of chord.
Downstream, the acceleration induces a nearly collateral ¯ow
at the trailing edge. Despite these two di�erent behaviors,

the lag of the ``shear stress vector'' (ÿqu0w0;ÿqv0w0) behind
the ``mean strain rate vector'' ��oU=oz�; �oV =oz�� can be ob-
served on both sides of the wing.

Within the Garteur framework, this very detailed database
is being used to evaluate the ability of classical turbulence
models, initially developed for two-dimensional ¯ows and ex-
tended to three-dimensional ones, to predict this type of steady
3D turbulent shear ¯ow close to practical applications. The
computation domain is limited from 20% to 95% in chord,
and from 8% to 92% in span on the pressure and the suction
sides. Each side is computed separately.

2. Reference frames and notations

As shown in Fig. 1, the reference Cartesian coordinate sys-
tem is noted (XR; YR; ZR). XR and ZR are in the plane of the tun-
nel wall on which the model is mounted, ZR being normal to
the tunnel longitudinal axis. YR is the rotation axis of the mod-
el. For a given constant span section, CS is the local chord and
XS is the distance from the leading edge in the reference coor-
dinate system, so that X 1 � XS=CS is the dimensionless chord.
The dimensionless span X 2 � YR=S is also de®ned, where S is
the span of the wing. At last, (XB; YB; ZB) is the local boundary
layer coordinate system. ZB is the direction normal to the sur-
face of the wing at the considered point. XB is tangent to the
surface, pointing towards the trailing edge in the direction
X 2 � constant. YB completes this Cartesian system. (U ; V ;W )
and (u0; v0;w0) are the mean and ¯uctuating components of
the velocity, the mean magnitude of which is noted G and
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deviation angle from X 2 � constant lines is noted b. Subscripts
e and w stand for edge ¯ow and wall conditions, and the sub-
script 1 means that the velocity is expressed in the boundary
layer frame in which the X direction follows the local external
streamwise direction.

3. Computational procedure

A three-dimensional boundary layer code, 3C3D, has been
developed at ONERA since 1990 by Houdeville (1992) and
Malecki (1994). The key feature of this code is to solve ®rst
order boundary layer equations in a local Cartesian system
which allows not to compute Christo�el coe�cients. Boundary
layer equations are discretized following the local streamlines
to take strictly into account the in¯uence-dependence domains.
It is possible to run computations in direct or inverse mode.

3.1. Boundary conditions

Direct mode: Edge ¯ow velocity. In this case, edge ¯ow con-
ditions are the velocity magnitude (Ge) and direction (bB;e).
Unfortunately, measured edge ¯ow velocity ®eld is not avail-
able on the whole surface of the wing. Assuming that the nor-
mal pressure gradient is zero, the inviscid wall ¯ow is
computed using the experimental wall pressure coe�cients
(which have been measured in detail) and solving the Euler
equations on the surface of the wing. This method gives good
results on the suction side where the normal pressure gradient
is actually negligible. Mean quadratic di�erences between com-
puted edge ¯ow angles and measured ones (0:1� for LDA, 0:5�

for S2T) are lower than the accuracy of measurement tech-
niques (Fig. 2). On pressure side, the relatively strong curva-
ture of the wing induces a small normal pressure gradient
which might explain why results are not as good as on the suc-
tion side (Fig. 3): there is up to 1� of di�erence between com-
puted and experimental deviations. However, the boundary
layer is thin enough to neglect the normal pressure gradient
in boundary layer computations.

Inverse mode: Displacement thicknesses. Inverse mode is an
interesting approach for nearly separated ¯ows in boundary
layer computations. For such three-dimensional cases, this
method reduces the sensitivity of the models to the discretiza-
tion scheme. Longitudinal d1 and transverse d2 displacement
thicknesses deduced from experimental velocity pro®les are

imposed here as boundary conditions. These thicknesses are
not known on a grid ®ne enough for computations. They are
interpolated at the desired points. The ®rst 10% after the start-
ing up stations (from 20% to 30% of chord) are computed in
direct mode, and then the computation is switched to inverse
mode. There is no signi®cant in¯uence of the location of the
switch to inverse mode on the suction side. However, it is im-
portant to begin inverse mode computation after 30% of chord
on the pressure side, because inverse mode must not be initial-
ized in the accelerated part of the computation domain from
20% to 30% of chord.

3.2. Lateral conditions

Boundary conditions have to be imposed at the borders of
the computation domain (8% and 92% of span). Unfortunately,
experimental data are not available in these span sections.
Therefore, the conditions imposed on the lateral ends of the
computation domain are those of a conical swept wing: it is as-
sumed that the ¯ow is invariant in the local spanwise direction,
i.e. o=oX 2 � 0. Comparisons with experiments have to be done
out of the domain of in¯uence of these lateral conditions.
From external and wall streamlines, the domain of validity

Fig. 2. Edge ¯ow conditions: suction-side deviation.

Fig. 1. Reference frame de®nitions.

Fig. 3. Edge ¯ow conditions: pressure-side deviation.
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of the computation at the trailing edge is shown to be reduced
and extends from 38% to 74% of span on the suction side and
from 26% to 80% on the pressure side.

3.3. Initial conditions

To start boundary layer computations, initial velocity pro-
®les are imposed at 20% of chord. Experimental pro®les can
not be used directly (because of scatter and lack of measure-
ment points near the wall). Longitudinal pro®les are built from
the shape factor H and the integral thickness h11 using the Gal-
braith and Head analytical expressions. Starting from estimat-
ed H and h11 deduced from experimental velocity pro®les, H
and h11 are optimized in an iterative process to minimize the
quadratic error between computed and experimental pro®les
(Fig. 4, dimensionless longitudinal velocity U1=Ge function of
dimensionless distance normal to the wall ZB=C). Transverse
pro®les are built using the integral thickness h21 and the
cross-¯ow angle at the wall b0, and assuming they are triangu-
lar in the hodograph plane. This assumption is not always ver-
i®ed on the suction side, but cross-¯ow magnitude is weak
compared to edge velocity magnitude (lower than 2%) and
does not signi®cantly in¯uence computations downstream.

4. Turbulence models

Only a short selection of the turbulence models tested on
this ¯ow are presented here. A detailed description of the theo-
rical and numerical approaches can be found in Doussinault
(1998).

4.1. Algebraic model

The Garteur action group decided that a simple turbulence
model should be used by all the participants to facilitate com-
putation comparisons. The chosen model is an algebraic eddy
viscosity model derived from the Cebeci±Smith mixing length
model (noted LMS) (Cebeci and Smith, 1974). It is a two-layer
model. In the inner layer a mixing-length formulation is used
with the Van Driest damping function to express the eddy
viscosity mti :

mti � v z 1ÿ eÿz�=26
� �h i2

���������������������������������������
oU
oz

� �2

� oV
oz

� �2
s

;

where v � 0:41 and z� is the normal distance from the surface
in wall units. In the outer region, the eddy viscosity mt0 is

expressed as a function of the external velocity Ge, the longitu-
dinal displacement thickness d1 and the Klebano� intermit-
tency function

mte � a Ge d1 1� 5:5
z
d

� �6
� �ÿ1

with a � 0:0168 and d being the 0.998% boundary layer thick-
ness. No junction point is needed as the ®nal expression for the
eddy viscosity is

mt � mt0 tanh
mti

mt0

� �
:

4.2. Two-equations k-� model

The So±Zhang±Speziale model (noted k-� SZS in ®gures)
will be the only k-� model presented here (So et al., 1991). In
the case of the Garteur AD/AG07 wing, this model gives
slightly better results than the other k-� models implemented
in 3C3D code.

4.3. Two-equation k-x SST

Initially developed by Wilcox (1988), k-x models are the
second well known family of two-equation models. The equa-
tion for the dissipation � is replaced by an equation for the spe-
ci®c dissipation rate x � �=�Clk� with Cl � 0:090. The
advantage of this model is that there is no damping function
near the wall and that it performs better in positive pressure
gradient conditions than k-� models.

However, Menter (1994) showed that the results of this
model depend on the free-stream values of the speci®c dissipa-
tion imposed outside the boundary layer. To remove the de-
pendency of the k-x model to the edge condition, Menter
(1994) ®rst proposed to include the cross-di�usion term
��ok=oz��ox=oz��. Then, using appropriate blending functions,
this model behaves like a k-x model near the wall and like a k-�
model in the outer part of the boundary layer.

For positive pressure gradient ¯ows, the production of k ex-
ceeds its dissipation in a large part of the boundary layer. This
generally leads to an over-prediction of the turbulent shear
stress. On the other hand, the Bradshaw's assumption tells that
the turbulence structural parameter a1 is nearly constant
through the boundary layer:

2a1 �
�������������������������
u0w0

2 � v0w0
2

q
k

� 0:31 :

Menter (1994) invokes this assumption in the SST model (not-
ed k-x SST) to use an eddy viscosity formulation that guaran-
tees that the shear stress is not higher than 2a1qk.

4.4. Two-layer: k-x=k-u model

Cousteix et al. (1997) developed a new model which has the
same numerical stability and good predictions ability as the
k-x model but which is not sensitive to free-stream values.
They obtain a k-u model with u � e=

���
k
p

. The tests have shown
that the model produces good results for free shear ¯ows and
for the outer region of boundary layers with positive pressure
gradient. Wall damping functions are needed to reproduce cor-
rectly the bu�er region. At the present stage of the develop-
ment of the model, these functions are not ®xed yet.
However, the k-u model can be used in the outer part of the
boundary layer using a two-layer approach. The standard
k-x model is then used in the near wall region. The k-x model
is switched to the k-u model at the end of the logarithmic re-
gion. The dependency of the model on the location of theFig. 4. Initial longitudinal velocity pro®les. Suction-side.
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switching point has been studied. Results of the model are not
changed if the location of the switching point is imposed 25%
higher or lower than the end of the logarithmic region.

4.5. Two-layer: Algebraic ± ®ve-equation model

This model (noted LMS/IP-GL) is also a two-layer model.
The LMS model is used in the inner part of the boundary lay-
er. In the outer region, transport equations for the Reynolds
stresses are solved. For the redistribution term, the Rotta for-
mulation is used for the non-linear part and the isotropization
of production model (IP) proposed by Naot et al. (1973) is
used for the rapid part. The Gibson±Launder damping func-
tions (GL) are included in the model to account for wall boun-
dary e�ects (Gibson and Launder, 1978). Five equations are
solved (in addition to the momentum and continuity equa-
tions): for the turbulent kinetic energy k, for the dissipation
�, for the longitudinal and transverse Reynolds stresses u0w0
and v0w0 and for the normal Reynolds stress w02. With the thin
layer approximation and the IP model, only these three Rey-
nolds stresses are needed for computation. Equations of this
model will not be detailed in this paper. For further informa-
tions, see Malecki et al. (1993) for example. One must keep in
mind that this simple Reynolds stress model is not able to pro-
duce any lag of the shear stress vector behind the mean velocity

gradient vector. The point where the turbulence model is
switched from LMS to IP-GL is ®xed at z�B � 60 in wall units,
just after the beginning of the logarithmic region. By locating
this point at �25% from its initial value, the friction coe�cient
is changed by �5%. Although this dependency is important, it
is of the order of magnitude of the accuracy of the experimental
skin friction coe�cient.

5. Results and discussion

The normal grid dependency of the models has been stud-
ied. It has been found that, with more than 150 points in the
normal direction, the models were no more sensitive to the
grid. In the computations, it is imposed that the distance from
the wall of the ®rst two or three grid points is smaller than one
in wall units.

5.1. General trends

Some examples of results concerning skin friction and shape
factor at 68% of span in direct and inverse mode are given
in Figs. 5 and 6 for suction and pressure side respectively.
The experimental skin friction is estimated assuming that the
velocity pro®les satisfy the logarithmic law. At some stations,

Fig. 5. Suction-side. Comparison of di�erent turbulence models with experiment at 68% of span. Friction coe�cient: (a) direct mode; (b) inverse

mode. Shape factor: (c) direct mode; (d) inverse mode. (e) Kinetic turbulent energy pro®les from 50% to 90% of chord in inverse mode.
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this skin friction coe�cient was compared to skin friction gaug-
es measurements: a relatively good agreement was obtained.

In direct mode, the skin friction is over-estimated and mod-
els are not able to reproduce the plateau between 60% and
100% of chord on the suction side nor to reach the minimum
of Cf at 60% of chord on the pressure side. In inverse mode,
models yield a better skin friction prediction even if the level
remains higher than in the experiment. Models underrate the
shape factor, even in inverse mode. The wall shear stress devi-
ation (not shown here) is also underestimated in direct mode,
but is quite well estimated in inverse mode by SST model. Im-
provements gained in inverse mode are less important on the
pressure side where the decelerated part of the ¯ow in less im-
portant than on the suction side.

Concerning turbulence, dimensionless kinetic energy k=G2
0

pro®les obtained in inverse mode are presented in Figs. 5(e)
and 6(e). Some discrepancies are seen between LDA and
hot-wire measurements. Interference between the probe-sup-
port and the model, combined with a high local turbulence
level may explain these di�erences. Gooden et al. (1997)
showed that hot-wire technique tends to underestimate turbu-
lence levels whereas laser anemometry slightly overestimates
them.

In direct mode (not shown here) as well as in inverse mode,
turbulent quantities are quite well estimated up to 60% of
chord, with a maximum of the turbulent kinetic energy far

from the wall characteristic of adverse pressure gradient ¯ows.
Downstream 60% of chord on the pressure side, models still
predict the good shape of the turbulent pro®les, but the level
of the maximum decreases to reach an underestimation of
40% on k at 90% of chord on the suction side. Models behave
similarly on the pressure side, but, excepted for the LMS/IP-
GL model, the decrease of the maximum of k is more impor-
tant because the pressure gradient is negative near the trailing
edge. Results obtained on u0w0 in direct or inverse mode do not
di�er much with the models (excepted at 80% and 90% of
chord on the pressure side) and are 20±30% lower than LDA
measurements. On the suction side, inverse mode has an im-
portant e�ect, particularly on LMS and LMS/IP-GL models,
and increases the level of turbulent quantities, which are, how-
ever, still lower than experimental ones. The e�ect of inverse
mode on turbulent quantities is less important on the pressure
side. On both sides, in inverse mode, the turbulent layer thick-
ness is overestimated on a large part of the computation do-
main excepted from 80% of chord to the trailing edge.

5.2. LMS model

On both sides, the algebraic model (solid lines in ®gures)
yields the best prediction of the skin friction coe�cient in
direct and inverse mode (Figs. 5(a), 5(b), 6(a) and 6(b)).
Unfortunately, the shape factor (Fig. 5(c) and (d)) and the de-

Fig. 6. Pressure-side. Comparison of di�erent turbulence models with experiment at 68% of span. Friction coe�cient: (a) direct mode; (b) inverse

mode. Shape factor: (c) direct mode; (d) inverse mode. (e) Kinetic turbulent energy pro®les from 50% to 90% of chord in inverse mode.
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viation are largely underestimated on the suction side. Even if
inverse mode seems to give better results it is because the exter-
nal velocity magnitude is underestimated by nearly 10% at 90%
of chord (Fig. 7) and induces a more decelerated ¯ow than in
the experiment. On the pressure side, shape factor computa-
tions are closer to the experiment, particularly in inverse mode
(Fig. 6(c) and (d)). On the suction side, as all the other models,
the turbulent kinetic energy is underestimated (for this model,
the kinetic energy is estimated using the turbulence structural
parameter, which in supposed to be constant: a1 � 0:15). Near
the pressure side trailing edge, the acceleration induces a fall in
the turbulent quantities much more important than reported
by the experiment (Fig. 6(e)).

As mixing length models are equilibrium models they are
able to reproduce the near wall behavior (good Cf prediction)
but not the shape of the velocity pro®le in the outer region
(poor H prediction). This behavior may be due to an overesti-
mation of the slope of the velocity pro®les in the logarithmic
region, as shown in the analysis of Huang and Bradshaw
(1995) for two-dimensional ¯ows in positive pressure gradient
conditions. In addition, it is important to moderate the good
results obtained in inverse mode because external conditions
are then not well predicted on the suction side as well as on
the pressure side.

5.3. k-� SZS model

The k-� model (long dash lines in ®gures) gives, for this
¯ow, quite poor results. The skin friction coe�cient is largely
overestimated, even in inverse mode (Figs. 5(a), 5(b), 6(a)
and 6(b)). This induces a large increase of k near the wall
(Figs. 5(e) and 6(e)). On the suction side, the evolution of H
exhibits a nearly constant slope from 40% to 90% of chord
in direct and inverse mode whereas there is an experimental
break at 60% of chord (Fig. 5(c) and (d)). On the pressure side,
the ¯ow is decelerated only from 30% to 70% of chord and the
pressure gradient is less important than on the suction side.
However the k-e model is not able to reproduce the fall of
the skin friction coe�cient up to 60% of chord (Fig. 6(c) and
(d)).

The di�culties of k-� models in positive pressure-gradient
conditions are well illustrated here. For this ¯ow far from equi-
librium where production exceeds dissipation in a large part of
the boundary layer, it has been shown that the SZS k-e model
overpredicts the structure parameter (overprediction of the
turbulent shear-stress compared to the level of the turbulent
kinetic energy). This may partly explain the poor results ob-
tained with this model.

5.4. k-x SST model

In direct mode on the suction side, k-x model (short dash
lines in ®gures) give the same Cf evolution as LMS model
(Fig. 5(a)) but yields much better shape factor prediction
(Fig. 5(c)). In inverse mode, external velocity conditions are
quite well predicted (less than 2% of di�erence between direct
and inverse mode edge ¯ow velocity (Fig. 7)). Inverse mode
also improves computations for the friction coe�cient and
the shape factor (Figs. 5(b) and 5(d)). The maximum di�erence
between experimental and computed shape factor decreases
from 20% in direct mode to 8% in inverse mode. For turbulent
kinetic energy (Fig. 5(e)), computations results are still more
than 30% lower than LDA measurements (for the maximum
value of k in the boundary layer at 90% of chord). But, con-
trary to other models, the boundary layer thickness is not over-
estimated.

On the pressure side (Fig. 6), the SST model yields good re-
sults in direct mode, particularly for the shape factor (Fig. 6(a)
and (c)). Inverse mode improves moderately the results on SST
model (Fig. 6(b) and (d)) and the edge ¯ow velocity is within
2% of the direct mode one. As the ¯ow is accelerated (70±
90% of chord) the kinetic energy becomes underestimated, as
well as the boundary layer thickness which even decreases be-
tween 80% and 90% whereas it goes on increasing (moderately)
experimentally (Fig. 6(e)).

Two main reasons are likely to explain why this model
yields better results than the other tested models. First, k-x
models show the ability to reproduce quite well the logarithmic
law, even in positive pressure gradient conditions (Huang and
Bradshaw, 1995). Secondly, the formulation of the eddy vis-
cosity in the SST model prevents the structure parameter to ex-
ceed the two-dimensional value of 0.15 (Menter, 1994).

5.5. k-x=k-u model

Results of the k-x=k-u model (dot-dash lines in ®gures) are
close to SST model ones. This is particularly visible on the skin
friction coe�cient for both modes and sides (Fig. 5(a) and (b)
and Fig. 6(a) and (b)). Di�erences are more important on the
shape factor. In inverse mode on the suction side (Fig. 7) the
external ¯ow direction is well predicted but the magnitude of
the external velocity is under-estimated by 5% at 90% of chord.
k-x=k-u and SST models show similar turbulent kinetic energy
pro®les. On the suction side (Fig. 5(e)), the k-x=k-u model pre-
dicts a maximum of k a bit lower than the SST model. Another
di�erence between these models is that the k-x=k-u model
yields a slightly thicker boundary layer. In particular on the
pressure side (Fig. 6(e)), the boundary layer thickness does
not decrease in the accelerated region.

In the outer region, the k-u model seems to be a good alter-
native to k-e models (poor predictions for decelerated ¯ows)
and to the original k-x model (sensitive to external values).
This model needs now to be re®ned in the vicinity of the wall.

5.6. LMS/IP-GL model

The two-layer approach with ®ve equations in the outer
part of the boundary layer (dot lines in ®gures) is somewhat

Fig. 7. Chord-wise evolution of edge ¯ow velocity (magnitude and

direction) computed in inverse mode. Comparison with direct mode

imposed values. 68% of span, suction-side.
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disappointing. It gives reasonably good results for turbulent
quantities especially in inverse mode (Figs. 5(e) and 6(e)).
The general shape of the evolutions of Cf and H is quite well
reproduced: in direct mode on the suction side, it is the only
model to present a signi®cative break in the slope of the skin
friction evolution at 50% of chord. But this break seems to oc-
cur too early and the levels of the skin friction and the shape
factor are not the good ones. Inverse mode improves computa-
tions as it is particularly visible on skin friction coe�cient pre-
dictions (Figs. 5(b) and 6(b)), but the computed shape factor is
still 15% lower than the experimental one (Figs. 4 and 5(d)).
As for the LMS model, the boundary layer edge conditions
are not well predicted in inverse mode.

Even though LMS and LMS/IP-GL have the same turbu-
lence model near the wall, these models do not give the same
Cf evolutions. Outer region turbulence model plays an impor-
tant part in wall shear stress predictions.

5.7. Anisotropy of viscosity

Experimentally, the lag of the shear stress vector behind the
mean velocity gradient vector is about 10� on both sides of the
wing. This anisotropy is not taken into account with eddy vis-
cosity models and this could explain the di�culties of the mod-
els to predict this three-dimensional ¯ow. An anisotropic eddy
viscosity was introduced in some models following the formu-
lation of Rotta (1967, 1977)

ÿ u0w0 � mt axx
oU
oz
� axy

oV
oz

� �
; ÿv0w0 � mt axy

oU
oz
� ayy

oV
oZ

� �
with

axx � U 2 � TV 2

U 2 � V 2
; ayy � TU 2 � V 2

U 2 � V 2
; axy � �1ÿ T � UV

U 2 � V 2
:

The value of the anisotropy factor T is taken lower than 1 to
create arti®cial anisotropy. This formulation is not Galilean-
invariant but is a good ®rst approach for anisotropy modeling.
In the Garteur experiment the anisotropy factor is about 0.8 in
a large part of the studied domain.

For all the tested models (mixing length, k-e and k-x), the
e�ect of T factor is important on the wall shear stress direction
but is scarcely visible on the skin friction coe�cient and the
shape factor, even for weak values of T such as 0:5. Turbulent
quantities are not signi®cantly a�ected by the anisotropy fac-
tor, excepted the transverse Reynolds stress v0w0 which is in-
creased moderately.

From these results it seems that the modeling of the anisot-
ropy of viscosity is not the key point for this ¯ow: the main
problem is the di�culty of the models to react to the longitu-
dinal pressure gradient.

6. Conclusion

This study points out that most of the turbulence models
tested are not able to foresee with accuracy this type of practi-
cal turbulent shear ¯ow.
· On the suction side, the ¯ow is continuously decelerated and

is nearly separated at the trailing edge. The three-dimen-
sional character of the ¯ow is important and the turbulent
shear stress direction lags of about 10� behind mean strain
rate one. It seems that turbulence modeling di�culties are
principally due to the strong positive pressure gradient,
and only to a lower degree, to the anisotropy of eddy viscos-
ity. Inverse mode computation is a good way to improve the
results for such decelerated ¯ows, but it must be checked
that the external velocity conditions are well reproduced.

· On the pressure side, the pressure gradient is positive from
30% to 70% of chord and the ¯ow is accelerated in the rear
load region. Models perform better than on the suction side
but skin friction coe�cient remains overestimated and the
shape factor underestimated. Inverse mode improves the re-
sults but has a smaller e�ect than on the suction side be-
cause the adverse pressure gradient is less important.
Taken as a whole, k-x SST model in inverse mode is the best

of the tested models, whereas k-� model gives poor results. This
classi®cation is the same as the one obtained in former studies
for two-dimensional ¯ows in positive pressure gradients.

For the future, full Reynolds Stress Models will be tested
on this di�cult three-dimensional test case. It will be also inter-
esting to study the behavior of the models in the highly asym-
metrical wake of the wing.
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